
 1

Methodologies for Integration of PHM Systems with 
Maintenance Data  

 
Fatih Camci    G. Scott Valentine   Kelly Navarra 
Impact Technologies, LLC  Impact Technologies, LLC  Wright Patterson AFB 
200 Canal View Blvd.   200 Canal View Blvd.   2230 10th Street, OH  45433 
Rochester NY, 14623   Rochester NY, 14623   Kelly.navarra@wpafb.af.mil 
fatih.camci@impact-tek.com  scott.valentine@impact-tek.com  (937)255-1303 
(585)424-1990    (585)424-1990     
 
Abstract—The Automatic logistics program in the Air Force 
seeks to reduce development, production, and ownership 
costs for the next generation fighter aircraft by increasing 
system reliability while reducing maintenance requirements. 
A large number of technologies are becoming available 
within the Prognostics and Health Management (PHM) 
community that will lead to reduced cost and increased 
availability. 1 2 

The challenge is to develop advanced technology to 
integrate available PHM information from a variety of 
different sources into the maintenance and logistics 
infrastructure. PHM and maintenance/logistics systems must 
be thoroughly examined and tightly integrated in order to 
perform maintenance actions in the most efficient way to 
reduce ownership cost and increase availability. This paper 
presents multi-agent technology that integrates maintenance 
and PHM data to provide more effective maintenance 
identification and scheduling.  

The proposed methodologies will enable the maintenance 
and logistics infrastructure to fully benefit from newly 
developed PHM systems. Additionally, the PHM systems 
update themselves based on feedback obtained from the 
maintenance systems. The integration will utilize intelligent 
software agent technology in order to develop such 
solutions within open, highly dynamic, uncertain and 
complex environments with data distributed over a network. 
This provides benefits such as reusability, scalability, and 
continuous improvement with dynamically evolving ability.  
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1. INTRODUCTION 

A Prognostics Health Management system is one of key 
components of the JSF Autonomic Logistics (AL) 
system architecture [1][2].  A large number of 
technologies are becoming available within the PHM 
community that enables improved fault detection, 
advanced diagnostics, and prognostics in aerospace 
systems [3-9]. Advances in sensor, health assessment, 
diagnostics, prognostics, and decision support 
technologies have produced a wide variety of potential 
maintenance solutions. The challenge is to develop 
advanced technology to integrate this available PHM 
information from a variety of different sources into the 
maintenance and logistics infrastructure. Moreover, it is 
desired to specify and develop such solutions within 
open, highly dynamic, uncertain and complex 
environments which have data distributed over a 
network.  This provides benefits such as reusability, 
scalability, and continuous improvement with 
dynamically evolving ability. These benefits are widely 
sought after by the Air Force and other DoD program 
offices. 
 
The USAF automatic logistics program seeks to reduce 
development, production, and ownership costs for the 
next generation fighter aircraft by increasing system 
reliability while reducing maintenance requirements. 
PHM enables maintenance to be planned on the basis of 
actual component or system health state. This represents 
a key component within the autonomic logistics system 
architecture. Hence, both PHM and 
maintenance/logistics systems must be thoroughly 
examined and tightly integrated in order to perform 
maintenance actions in the most efficient way that will 
lead to reduced ownership cost and increased 
availability. This article presents an intelligent software 
agents tool to analyze, negotiate and optimize decisions 
regarding database adaptation, maintenance, and 
logistics actions in a self-learning environment.  
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2. SYSTEM OVERVIEW 

The system overall layout of the proposed PHM and 
Maintenance data integration tool is displayed in Figure 1. 
PHM data consist of Remaining Useful Life (RUL) (i.e., 
prognostic) and failure mode (i.e., diagnostic) as 
represented on the left in the figure. Maintenance data 
include resources (parts, personnel, material, and tools etc.) 
required for maintenance actions, available resources in the 
inventory, lead time for resources when ordered, etc. The 
tool also analyzes the planned mission information in order 
to obtain a more accurate RUL since mission profiles affect 
the rate of in equipment health degradation.  

 

Figure 1: System Overall Layout 

3. MODELING  

The integration tool consists of seven intelligent agents, 
each of which has separate goals and communicates with 
each other in order to achieve the ultimate goal of the tool. 
Figure 2 illustrates the modeling layout. Agents are 
discussed in detail in the following sections.  

 

Figure 2: Agent Modeling 

 Maintenance Planning Agent 

The Maintenance Planning Agent (MPA) identifies the 
maintenance task ranking provided the failure mode from 

PHM algorithms. A standard failure mode and criticality 
analysis of the system provides the basic information 
required by the algorithm. 

MPA performs maintenance task identification, which is the 
recommendation of a corrective action based on information 
obtained from system and PHM data. Maintenance tasks 
associated with each failure mode are ranked based on user-
defined weighting factors, e.g. task effectiveness, cost, 
downtime, etc. 

The problem is a function of maintenance effectiveness for 
the failure mode, maintenance downtime and cost, as 
defined below. The goal of maintenance task identification 
is to select the optimal maintenance task based on minimum 
downtime and cost.  For example, assuming that cost and 
downtime carry equal weight, the optimal maintenance task 
is associated to the point with the minimum distance to the 
virtual solution as defined by the Euclidian distance (shown 
in Figure 3). 

( )∑
=

−−=
n

k
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Where: 

iR   = Rank for thi  Maintenance Task 

n   = Number of variables (Downtime,Cost..) 

,k ix   = Index to value of thk  variable for thi  
maintenance 

kw   = Weighting Factor for thk  variable. 

)min( ,ikx  = Minimum value from variable vector.   

 

 
Figure 3: Multi-objective Optimization 

 

Mission Planning Agent 

Any Remaining Useful Life (RUL) estimation must 
consider the future mission plan of an aircraft.  The effect of 
mission types on the component degradation varies 
depending on the difficulty of the mission. Equipment may 
degrade more during some missions compared to the others 
such as refueling compared to air combat. Figure 4 
illustrates three mission types with different mission length 
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scheduled for the given period. As seen from the graph, 
mission 1 (M1) causes the most degradation even though it 
lasts the least time. Mission 3 (M3) causes less degradation 
even if it is closer to the failure. The mission Planning 
Agent (MisPA) will model the relationship between RUL 
and mission planned.  

 
Figure 4: RUL with mission 

MisPA integrates prognostic information (e.g., RUL) and 
planned mission schedule in order to more accurately 
estimate the time of the possible failure. The agent input-
output schema is illustrated in Figure 5. 

 
Figure 5: Mission Planning Agent Input-Output Schema 

 

MisPA calculates what the RUL will be after a given 
mission is completed as follows:  

 
 
The depreciation coefficient, ci is the key parameter to 
differentiate the depreciation effects of missions. There 
exist two possible ways of obtaining this parameter: 1) 
Historical data analysis 2) Mission related-material analysis. 
Mission material analysis obtained through Physic based 
models will lead to more accurate answers. To the best of 
our knowledge, it is feasible to perform this analysis using 
stress factors collected off the airframe and collecting 
manufacturing information from OEMs.  MisPA can be 
applied to prognostic information, which does not already 
include mission information. In rare cases, prognostic 

methods may consider the scheduled mission of the aircraft. 
Implementation of MisPA on such cases may mislead the 
result, since mission information would be considered 
twice. 

Prognostic Maintenance Agent 

Prognostic Maintenance Agent (PMA) receives the 
modified RUL information from MisPA and recommends 
times of the maintenance actions for the given equipment 
based on two thresholds:T :Required Maintenance 
Threshold, and τ :Opportunistic Maintenance Threshold. 
The estimated RUL values at the end of each scheduled 
mission are compared with thresholds in order to decide a 
possible maintenance. The time that RUL becomes less than 
the first threshold (T ) is identified as the required 
maintenance time for that component. If there exists a 
mission planned for this time, the maintenance time is 
moved to the closest time before the mission starts. No 
maintenance is scheduled for the period that RUL value is 
greater thanτ . Opportunistic maintenance options will be 
considered for the period where RUL is between these two 
thresholds: RUL Tτ > > . The components are analyzed 
independently in PMA. This information is sent to 
Opportunistic Maintenance Agent (OMA) for further 
analysis. Figure 6 illustrates RUL threshold setting.  

 
Figure 6: RUL Threshold Set 

 
The threshold values are identified by optimizing the 
component availability and ownership cost. These 
parameters will also be updated by learning agent as 
feedback from the maintenance operator becomes available.  
 

Opportunistic Maintenance Agent 

Opportunistic Maintenance actions are conducted to 
improve a system’s performance and or availability when it 
is convenient due to related circumstances. The 
Opportunistic Maintenance Agent (OMA) receives the 
recommended maintenance times from PMA along with 
possible opportunistic maintenance time periods as input. 
OMA identifies the opportunistic maintenance actions that 
minimizes the cost and maximizes the equipment 
availability. In other words, OMA performs the system 
analysis using results received from PMA that are obtained 
from independent individual component analysis. Figure 7 
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Normalized RUL based on planned missions for 
aircraft j, what the RUL would be after the 
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illustrates three components with the same mission 
schedule. As annotated by “P”, component 2 and 3 are 
recommended for maintenance at time 2t and 1t , 
respectively. OMA analyzes different maintenance 
scheduling options such as maintaining component 1 with 
component 2 or 3. It also analyzes performing three 
maintenance actions at the same time.  

 
Figure 7: Maintenance Schedule for 3 components 

 

OMA searches for different maintenance options that will 
lead to less cost and more equipment availability based on 
the following equations: 
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Resource Management Agent 

The applicability of the scheduled maintenance actions is 
tied to the availability of tools, parts and personnel. The 
Resource Management Agent (RMA) retrieves the resource 
information from the maintenance database and checks for 
availability. It sends a confirmation message to the agent 
(MPA or PMA), if all resources are available for the 
maintenance. If not available, it checks for the lead time for 
these items to be delivered to the facility if ordered and 
sends a message to the agent (PMA or MPA) about different 
feasible alternatives for the maintenance. Figure 8 illustrates 
the process flow for RMA. 
 
Resource Planning Agent also performs resource allocation 
that provides the effective usage of limited resources. RPA 
identifies the most important maintenance actions to 

perform if resources are limited and needed by several 
maintenance actions. Figure 9 illustrates the inventory with 
the given maintenance schedule. As seen from the figure, 
RMA gives an order for missing parts if the parts can be 
delivered on time. If not, it checks for different maintenance 
options with given parts by removing the least important 
maintenance action based on PHM data. 

 

 
Figure 8: Resource Management Process Flow 
 
 

 
Figure 9: Inventory Management and Resource 

Allocation 

Learning Agent: 

As experience is accumulated, some of the parameters 
within the model can be learned by analyzing the feedback 
from the maintainer. The parameters to be learned are 
opportunistic maintenance threshold (τ ), required 
maintenance threshold (T ), resource lead time, and 
maintenance effectiveness. In order to develop learning for 
these parameters, the first step is to identify the questions to 
be asked to the user. The following section summarizes the 
feedback analysis for these parameters. 

 

Opportunistic Maintenance and Required Maintenance 
Thresholds ( ,Tτ ):  

This parameter is a threshold for RUL value, which is used 

1
0tM
⎧

= ⎨
⎩

If maintenance is scheduled at time t 

Otherwise 
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to identify the opportunistic and required maintenance time 
period for the component. If the RUL of a component is 
greater than the opportunistic maintenance threshold, there 
is no need for any maintenance; if it is less than 
opportunistic maintenance threshold, and greater than 
required maintenance threshold, an opportunistic 
maintenance is valuable whenever it is convenient within 
this time frame. Otherwise, maintenance action is required 
as soon as possible.  
 
Asking the operator the question “Was the maintenance 
necessary?” will help update these parameters. For example, 
an answer of “No, it was not necessary” means the 
thresholds were too high and will lead us to reduce the 
thresholds.  

Resource Lead Time: 

In the case of a shortage resources will need to be ordered. 
The expected lead times are processed within the model in 
order to identify the feasibility of the maintenance schedule. 
If the lead times after ordering the resources turn out to be 
different from values in the database, they will be updated 
with the new numbers.  

Maintenance Effectiveness: 

Maintenance effectiveness is a value that ties maintenance 
action to be performed to the failure mode. This parameter 
is important in identifying the correct maintenance actions. 
If a maintenance action does not work for a specific failure 
mode, the effectiveness value between this maintenance 
action and failure mode should be weakened. Oppositely, if 
a maintenance action corrects the problem, the effectiveness 
value should be increased. The operator will answer the 
question “Did the maintenance work” as “yes” or “no”. 
 
The parameters mentioned above will be updated according 
to the following equation: 

p p αβ= +  

if answer yes

if answer no

1   
1      

β ⎧
= ⎨−⎩

 

:α Learning rate 

    :p Parameter to be learned 

Decision Management Agent 

Decision Management Agent (DMA) can be defined as the 
manager of the software tool. DMA takes the maintenance 
times and associated ranked maintenance actions and 
availability of resources and then reports the current status 
to the user. The user authorizes MPA to send maintenance 
orders to the maintenance operator. MPA also has ability to 
learn so that it can send maintenance orders without human 
authorization if it has enough confidence. Historical cases in 

conjunction with their success rates are utilized for learning.  

4. MULTI AGENT PROGRAMMING 

Multi-agent technology is perfectly compatible with the 
adaptive maintenance/logistics and PHM knowledgebase 
infrastructure. Agent-based technologies are appropriate in 
applications with some or all of the characteristics 
summarized below (the first three are highly relevant to the 
Autonomic Logistics Program) [10]: 
• The environment is open, highly dynamic, uncertain, or 

complex 
• Distributed data, control or expertise are hallmarks of 

the system 
• Agents are a natural metaphor to model interacting 

entities collaborating (or competing) to solve a complex 
problem or achieve a goal 

• Use of legacy systems requiring “wrapping” for 
compatibility is mandated 

 
Java Agent DEvelopment Framework (JADE) is both an 
open-source software framework to write agent applications 
conforming to the Foundation for Intelligent Physical 
Agents (FIPA) specifications and a runtime execution 
environment (Container) for the agents developed using the 
JADE Application Programming Interface (API). FIPA 
defines a reference model of an agent platform and a set of 
services that should be provided. Adherence to FIPA 
standards ensures that JADE agents can communicate with 
other agents in compliance with these specifications [13]. 

5. AGENT COMMUNICATION 

This section summarizes the communication between 
agents. Agents communicate by sending and receiving 
encoded messages. The messages are sent from RPA to 
MPA and MPA separates it into meaningful parts as shown 
below. 
 
Message Content:  
0,156KMRN-1-1-o-3-nnMnnnnnn, nnnnnnMnn, 
nnMnnnnnn, nnMnnnnnn, nnMnnnnnn- nnooommmm, 
nnnnoommm, nnmmmmmmm, oooommmmm,  
nnoommmmm, 
 

Table 1: Message Encoding 
Message Code Meaning 

0 Infeasible schedule 

156KMRN Maintenance Action Code that cause 
the infeasibility 

1-1-o-3 1st Character: Number of resource 
that the maintenance action requires 
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1-1-o-3 2nd Character:   Number of missing 
resource in the inventory 

1-1-o-3 3rd Character:: Maintenance type 
(opportunistic maintenance) 

1-1-o-3 4th Character: There are 3 more time 
units until the time that the component 
needs required maintenance 

nnMnnnnnn,…. Maintenance Schedule for 
components for given time period (n: 
no Maintenance, M: Maintenance) 

nnooommmm,…. Maintenance pre-scheduling based on 
RUL analysis (n: no maintenance, o: 
opportunistic maintenance, m: 
required maintenance) 

 
        
Figure 10 and Figure 11 illustrate the communication 
between MPA & RPA and PMA, OMA & RPA, 
respectively. Figure 12 illustrates the communication 
between Learning Agent and other agents in order to learn 
the model parameters. 
 

 

 
Figure 10: MPA – RPA Communication 

 
 

 
 

 
Figure 11: PMA – OMA – RPA Communication 

 

 

 
Figure 12: Learning Agent Communication 

6. SOFTWARE IMPLEMENTATION  

This section discusses the implementation of the intelligent 
agent software tool. When the program is executed, the 
agents are initiated and wait for a trigger, which is 
diagnostic or prognostic information being saved to the 
database. Figure 13 displays the five agents that wait for a 
trigger. 
 

1: New information triggers MPA  
2: Maintenance action recommended 
3: Maintenance rejected or accepted 
4: Order missing parts 
5: Give maintenance orders 
6: Recommend an alternative if the previous is rejected 

1: New information triggers PMA 
2: Initial maintenance schedule is proposed 
3: Maintenance schedule with opportunistic is proposed 
4: Send resource availability 
5: Order missing parts 
6: Give maintenance orders 
7: Recommend an alternative if the previous is rejected 

1:  Feedback triggers LA 
2:  LA updates the maintenance effectiveness used by MPA 
3:  LA updates the threshold values used by PMA 
4:  LA updates the resource lead time used by RMA 
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Figure 13: Agents Ready Status 

Implementation of Maintenance Planning Agent  

The maintenance planning agent regularly checks the 
availability of new diagnostic information. When MPA 
detects new diagnostic information, it analyzes this 
information and identifies the best maintenance action for 
the given diagnostic information. After the identification of 
the maintenance action, it sends a message to resource 
planning agent (RPA) and waits for RPA’s response about 
the feasibility of the recommended maintenance action. If 
approved by RPA, MPA sends the maintenance order; if 
not, it recommends an alternative maintenance action. 
Figure 14 displays the communication between MPA and 
RPA.  

 
Figure 14: Maintenance Planning Agent 

 

Implementation of Prognostic Maintenance Agent 

Prognostic Maintenance Agent (PMA) regularly checks for 
new available prognostic information. If new prognostic 
information is available, it classifies the given time frame 
for each component as “No maintenance”, “opportunistic 
maintenance”, or “time based maintenance” utilizing 
prognostic information. This identification process is based 
on expected risk reduction criteria obtained from RUL 
values. In PMA, all components are treated independently. 
Thus, the advantage of performing maintenance for multiple 
components at the same time is not considered. PMA sends 
the independently analyzed component time frames to OMA 
for opportunistic maintenance analysis. Figure 15 illustrates 
the messages from Prognostic Maintenance Agent.  
 

 
Figure 15: Prognostic Maintenance Agent 

 

Implementation of Opportunistic Maintenance Agent 

When the Opportunistic Maintenance Agent (OMA) 
receives a message sent from PMA, it analyzes different 
maintenance scheduling alternatives in order to reduce the 
total cost and increase readiness. The message contains the 
time frame analysis obtained from individual component 
evaluation in PMA. OMA analyzes different combinations 
for a better maintenance schedule by combining some of the 
maintenance actions at the same time. As seen from Figure 
15, PMA classifies the time frames for each component as 
“No maintenance” shown as “n”, “opportunistic 
maintenance” shown as “o”, or “maintenance” shown as 
“m”. OMA comes up with maintenance schedule for this 
given information. Table 2 illustrates an example of PMA 
and OMA outputs for five components for nine time frames. 
In the example, as an output of OMA, component 1, 3, 4, 
and 5 were scheduled for maintenance at time 3. 
Component 2 is scheduled for maintenance at time 7. After 
determination of maintenance schedule, OMA sends 
message to Resource Planning Agent (RPA) for resource 
availability check. 

Table 2: PMA and OMA Outputs 

  
     

      Figure 16 illustrates the implementation of 
Opportunistic Maintenance Agent.  

 
Figure 16: Opportunistic Maintenance Agent 

Implementation of Resource Management Agent 

Resource Planning Agent (RPA) reads the maintenance and 
inventory database. It receives the maintenance action from 
MPA or maintenance schedule from OMA and identifies the 
required resources for the proposed maintenance action(s). 
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Then, it checks the inventory database to see if the required 
resources are available. RPA sends an approval or non-
approval message to the agent (MPA or OMA). 
 
RPA also performs the resource allocation in the case of 
limited resources for a given maintenance schedule. 
Resource allocation is necessary if the resources are not 
enough for all the recommended maintenance actions but 
enough for some of them. In this case, RPA identifies which 
maintenance actions to remove from schedule or to perform 
by taking minimum risk. In this process, RPA gives priority 
to maintenance actions that are essential. Figure 17 displays 
messages from RPA.  

 

Figure 17: Resource Planning Agent 

Implementation of Learning Agent 

The learning agent learns the three parameters (i.e., RUL 
threshold, maintenance effectiveness, and resource lead 
time) by receiving answers to the three questions mentioned 
above. Figure 18 illustrates the implementation of the 
learning agent.  
 

 
 

Figure 18: Learning Agent 
 

7. SUMMARY AND FUTURE WORK 

This paper presents a PHM and Maintenance data 
integration tool that will enable various available diagnostic 
and prognostic methods to be used in a real environment. 
This tool provides two methods of interaction: PHM data 
drives the maintenance actions, and maintenance data 
creates dynamic learning environment for PHM algorithms. 
The tool is implemented as intelligent software agents 
utilizing JADE. The implementation of the tool is also 
demonstrated in the paper.   Future implementation of these 
techniques will involve migration to USAF airframe 
maintenance depots and engine overhaul facilities. 
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